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llsing a local discrete Fourier analysis. one- and two-step iterative procedures arc 
dcvclopcd to solve a large class of 2-D and 3-D nonseparable elliptic partial differential 
equations (PDEs). The one-step procedure is a moditied D’Yakanov Gunn iterative 
proccdurc in which the relaxation factor is grid point dependent. The two-step procedure is 
designed to accclcratc the one-step procedure. Both arc easy to implement, and applicable to a 
variety of boundary conditions. They arc also computationaliy eflicient as indicated by the 
results of numerical comparisons with other established methods. Furthermore, these new 
algorithms possess two important properties which the traditional iterative methods lack, i.e., 
(i) the convergence rate is relatively insensitive to grid cell size and aspect ratio, and (ii) the 
convergence rate can he easily estimated using the coefficient of the PDE being solved. For a 
set of constant coetlicient model problems. it is shown theoretically that the two-step K+. one- 
step computational cflicicncy ratio ranges between 1 and 2. The higher ratio is realized 
whenever the need to accelerate the one-step procedure is greater. i.e., whcncvcr its con- 
vergence rate is lower. It is also shown numerically that the two-step procedure can substan- 
tially outperform the one-step procedure in the numerical solution of many PDEs with 
variable cocflicicnts. $1 19X6 Academic Press, Inc. 

1. INTRODUCTION 

Since the middle sixties, fast direct solvers (FDS) have been dcvcloped for the 
numerical solution of separable elliptic partial differential equations (PDE) [ 1 51. 
Based on Fourier analysis and cyclic reduction, FDS algorithms are most effective 
on a uniform rectangular grid. They can obtain the solution with efficiency far 
beyond the reach of the traditional iterative procedures such as Successive Ovcr- 
Relaxation (SOR) methods. 

Generally, FDS algorithms are not directly applicable to an elliptic problem with 
either (i) a computation domain of irregular shape, or (ii) a nonseparable PDE. 
Limitation (i) may be circumvented either by mapping the original domain onto a 
rectangular domain or by using the capacity matrix method [S]. For limitation (ii), 

* Partial results of this paper wcrc presented at the Ninth International Conference on Numerical 
Methods in Fluid Dynamics. Saclay. ICrance, June 25 29. 1984. 
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it can be circumvented by a semidirect procedure, i.e., an iterative procedure driven 
by an FDS. In this study, new semidirect procedures are developed and tested on 
both two-dimensional (2-D) and three-dimensional (3-D) problems. These new 
procedures are easy to implement, computationally efficient, and applicable to a 
variety of boundary conditions (BCS). Furthermore, they possess two important 
properties which the traditional iterative methods lack, i.e., (i) the convergence rate 
is insensitive to grid cell size and aspect ratio, and (ii) the convergence rate can be 
easily estimated using the coefficients of the PDE being solved. 

Many elliptic PDEs can be expressed as 

Qu=h, (1.1) 

where Q is a nonseparable second-order linear elliptic operator, u the dependent 
variable, and h a given source term. Equation (1.1) may be solved with the one-step 
procedure 

P(u”+ l -zP)= -z(Qu”-h). (1.2) 

Here y1 is the iteration number, t a nonzero relaxation factor and P a separable 
elliptic operator which can be directly inverted by an FDS. This procedure is a con- 
tinuous analogue of the D’Yakanov-Gunn iterations [6]. In sharp contrast to the 
traditional iterative procedures, the advancement of un to un +i at any grid point 
during each D’Yakanov-Gunn iteration is influenced by the boundary conditions 
and the values of un at all grid points. As a result, the D’Yakanov-Gunn iterative 
procedure is far more effective than the traditional iterative procedures in spreading 
long-wavelength information. Therefore one may expect that it is also more effective 
in reducing long-wavelength errors. 

The iterative procedure (1.2) was utilized by Concus and Golub [7] and Bank 
[S] in their works on the numerical solution of nonseparable elliptic equations. In 
these works the relaxation factor r is treated as a constant and the iteration is 
accelerated by an optimal choice of r. In the current paper, it will be shown that a 
more efficient algorithm may be obtained by using a spatially varying relaxation 
factor. 

The use of a local (spatially varying) relaxation factor in the current study is 
motivated by an earlier study of a semidirect procedure [9, lo]. In the previous 
study, it was found that both the global and local convergence rates can be predic- 
ted using a von Neumann (Fourier) analysis. Since this’ analysis handles variable 
coefficient problems by freezing the coefficients at their local values, heuristically 
one may say that it is valid only for the errors whose wavelengths are much shorter 
than those of the coefficients. The success of this analysis in predicting the global 
and local convergence rates indicates that long-wavelength errors are indeed of 
secondary importance in a semidirect procedure. Furthermore, since the theoretical 
local convergence rate evaluated using the von Neumann analysis is a function of 
the local value of r, this success suggests that iteration (1.2) can be accelerated if the 
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values of r at all grid points are chosen to maximize the theoretical local con- 
vergence rate. Recently, SOR-related local relaxation methods were also developed 
by Ehrlich [ 111 and Botta and Veldman [ 123. Although these methods generally 
are more efficient than the classical SOR methods, their convergence rates are sen- 
sitive to grid cell size and aspect ratio. Moreover, for variable coefhcient problems, 
the convergence rates of these methods are difficult to predict. 

As shown by the work of Bank [S], iteration (1.2) can also be accelerated by 
choosing an operator P which closely resembles the operator Q. Application of this 
technique, however, could be limited by the following considerations: (a) this 
technique may require the USC of a general separable operator P. This, however, is 
computationally inefficient since an FDS code for a general separable operator is 
about five times slower than one for the Laplacian V’ [S]; (b) to apply this techni- 
que, the FDS code for the operator P generally must be custom-made. This may 
require a considerable effort. The above considerations lead us to choose P = V’ or 
its equivalent in the current study. 

In the current paper, we also investigate the two-step iterative procedure 

Pw” = -T( Qun - II) (TfO) (13) 

P( un ’ ’ - u”) = Rw”> (1.4) 

where C is the intermediate iterative variable and R, an elliptic linear operator 
whose exact form will be chosen to accelerate the convergence. Assuming that (a) 
U” + u and IV’ --f w as n --f + nj, and (b) the inverse of R exists, one may conclude 
that M:=O and u is a solution of Eq. (1.1). 

If one assumes that the computational effort required to advance zln to U’ + ’ using 
the two-step procedure is twice that required using the one-step procedure, the for- 
mer will have no merit unless it can achieve a convergence rate at least twice that of 
the latter. Fortunately, for a large class of the operator Q, an operator R can be 
found such that the two-step vs one-step convergence rate ratio varies between 2 
and 4. Moreover, as will be shown, the higher ratio is realized whenever the need to 
accelerate the one-step procedure is greater, i.e., whenever its convergence rate is 
lower. 

In Section 2, Eqs. ( 1.1) to (1.4) are discretized and the convergence rates of the 
one- and two-step procedures are studied for a constant coefficient operator Q 
assuming the iterative errors satisfy the periodic boundary conditions. The analysis 
is a rigorous version of the von Neumann analysis. Its results are used to determine 
the optimal value of t and, in the case of two-step procedure, the optimal form of 
R. In Section 3, the results obtained in Section 2 are extended to solve PDEs with 
variable coefficients. In Section 4, the current methods are numerically evaluated 
using a variety of 2-D nonseparable elliptic PDE’s. In addition to the advantages 
noted previously, the results of this numerical evaluation indicate that the current 
procedures can be used to solve PDEs with a cross derivative term and works very 
well for many PDEs with rapidly varying coefftcients. 

Finally, in Section 5, the current procedures are incorporated into an Euler 
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Solver [9, lo] to obtain solutions for 3-D incompressible flows in a 180-degree tur- 
ning channel. It is shown that the current procedures converge with rates much 
higher than those reported in [lo]. 

2. ANALYSIS 

As an initial step, iteration (1.2) is studied assuming that r is a constant and 

where a, b, and c are arbitrary constants subjected to the elliptic conditions 

a > 0, c > 0, and ac-b2>0. (2.2) 

Furthermore, it is assumed that 

(a, > 0, c, > 01, (2.3) 

where a, and c, are two arbitrary positive constants. Using a uniform grid with 
grid intervals dx and dy in the x and the y directions, the central difference forms 
of (1.1) and (1.2) at a grid point (i,j) are 

!2(“i,j) = hi,j (2.4) 

and 

P( 26;; l - z.qj) = -z[&l;j) - A,], (2.5) 

respectively. Here h, is the source term and the finite difference operators e and i”, 
respectively, are defined by 

&(Ui,j) ” a(Ax)-2(v,+ l,j+ ?I& l,j-2O,j) + C(AY)-2(Ui,j+ I+ Di,j- 1-2U,j) 

+b(2AxA~)~‘(~i+l,j+l +“i~l,j-1-“i+l,j-l-“i~l,j+l) (2.6) 

and 

H(v,) fEf a,(A.xh2(vi+ l,j + Di- l,j- 2Vi,j) + L’,(AY)-~(U,+ I+ Vi,+ 1- 2V,j), (2.7) 

where uy is any function of the grid point (i, j). One notes that the operator P is a 
central difference Poisson operator for a uniform grid with grid intervals Ax/& 
and Ay/&. Th us it may be inverted using a fast Poisson solver. 

Let 

eyj “Zfuyj - ui j. , 1 (2.8) 
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Then (2.4) and (2.5) imply that 

F(e;Tl - eyj) = -7Q(e;i). 

In Appendix A, the convergence rate of (2.9) is studied using a discrete Fourier 
analysis. In this analysis, one assumes that 

ezj=e;,Kj=e;jtL I 1 (n=O, 1,2 )... ;i,j=o, Fl, f2,...) (2.10) 

where K ( 32) and L ( 32) are two arbitrary integers. Let 

,(e”,, g (Kfl) (Lil) (eTj)2 

[ i=O j=O 

Ile n+l/l 
&f” S lim - 

n-r +CO Ile”ll 
B $2 ala, > 0, 2 ef c/c, > 0, 6 2 b/G 

I max 2zf gi + 2 + J(ci - E)2 + 4(6)2) 

jlmin ~‘f(ri+~-~(ci-~)‘+4(b^)‘) 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

and 

C” ~’ i,,, /12min. (2.16) 

It is shown in Appendix A that 

(4 (2.17) 

(b) the one-step procedure is optimized if 

Z = Z* ~’ 2/(;1,,, + ~min), (2.18) 

(cl assuming z = r*, then in the limit of K, L + -t-co, 

M”>,G*~f(C*-l)/(C*+l)<l. (2.19) 

At this juncture, several comments can be made relating to (2.17)-(2.19): 

(a) The parameter G* and z* are independent of the grid intervals dx and 
dy. They are functions of 6, 6, and P only. 

(b) Since il,,, + lZmin = B -I- 2 

z* = 2/(6 + 2). (2.20) 

581/67/l-7 
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(c) Using (2.13 )(2.16), the parameter G* can be expressed as a function of 
a, b, c, and (~,/a,). If the coefficients a, b, and c are known, G* becomes a function 
of the single variable (~,/a,). As shown in [ 131, this function reaches its minimum 

Go, ~’ lbi/~ (2.21) 

when 
cola, = c/a. (2.22) 

Next, the two-step procedure defined in (1.3) and (1.4) is studied by assuming 
that r is a constant and 

a2 a2 R ‘l”a’-$+2& 
axay + $5 (2.23) 

where a’, b’, and c’ are constant coefficients to be determined later. Furthermore, 
we assume that the operators Q and P are those defined in (2.1)-(2.3). The central 
difference forms of (1.3) and (1.4) can be expressed as 

F(W~j)= -T[Q(U;j)-hij] (2.24) 

and 
&yi+ -2lg = &v&) (2.25) 

respectively. Here 0 and P, respectively, are defined in (2.6) and (2.7). i?(vv), by 
definition, is equal to the right side of (2.6) except that the coefficients a, b, and c, 
respectively, are replaced by a’, b’, and c’. 

In Appendix B, the convergence rate of the two-step procedure is also studied 
using a discrete Fourier analysis. Let the operator R be subjected to the elliptic con- 
ditions, i.e., 

a’ > 0, c’ > 0 and a’c’ - (b’)2 > 0. (2.26) 

Then it is shown that (2.17) is also valid for the two-step procedure. Furthermore, 
the two-step procedure is optimized (in a sense defined in Appendix B) if one 
chooses 

a,; a’=-, COB 
&E-p 

cl=-, 
&-6^2 

and b’ = -4 a,c, b^ 
bC-b^2 

(2.27) 

and 

where 

fc = I* ef 2/g’* + 1) (2.28) 

=* sf (Anax -t Amin)2 = CB + e)2 

z 42 A. max mm 4(&C - 6’)’ 
(2.29) 
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Assuming (2.27) and (2.28), it is also shown that, in the limit of K, L + tos, 

Mm=g* ~f(Lz*-l)/(~*+l)<l. (2.30) - - 

Note that here, as in the following, the symbol ‘I=” is used to designate a 
parameter for the two-step procedure in case this parameter is different from its 
counterpart in the one-step procedure. 

By using (2.16), (2.19), (2.29), and (2.30), it can be sbown that 

def (G*12 

dp 4G* 
-= 
dG* [2- (G*)‘,“’ 

(2.3? ) 

(2.32) 

for I > G* > 0, one concludes that p is a simple monotonically increasing function 
of G*. Thus the same value of (c,,:~,) which optimizes G* (see (2.21) and (2.22)) 
will also optimize $*. In other words, the value of (;* reaches its minimum 

def (G%n)’ b2 

Ggin = 2 _ ( Gf,)2 = zac - b2 
(2.33) 

when ~,,/a* = c/a. 
In the limit of K and L + +,zo, the parameters G* and c* are the asymptotic 

error multiplication factors for the one- and two-step methods, respectively. Assum- 
ing that the execution of one iteration in the two-step procedure requires twice as 
much computational time as that in the one-step procedure, one may conclude that, 
asymptotically, the two-step method is faster than the one-step method by a factor 
of ( if 

c* = (G*)*< (l>G*>O). 

With the aid of (2.31), one obtains 

r = ((G*) Ef 1 -ln[2- (G*)2]/ln[(G*)2] (l>G*>O). (2.34) 

Since (see also Fig. 1) 

R(x) > o 

dx 
(1 >x>O) 

and 

lim t(x) = 1, 
x-o+ 

lim t(x) = 2, 
x-+1- 

(2.35) 

(2.36) 
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FIG. 1. The function t(x) = 1 - [ln(2 -x2)]/[1n(xZ)1. 

the acceleration factor 5 increases from 1 to 2 monotonically as the value of G* 
increases from 0 to 1, i.e., the higher value of 5 is realized whenever the need to 
accelerate the one-step method is greater. 

This section is concluded with a discussion on the possible generalization of the 
2-D results to a space of higher dimension. In an N-dimensional space (N> 2), 
(2.1) may be replaced by 

(2.37) 

where IX,, are real constants and X~ the independent variables. Furthermore, the 
elliptic condition (2.2) is replaced by the requirement that the matrix 

A kf (a,,) (2.38) 

be symmetric and positive definite (SPD). Also the operators P and R, respectively, 
will assume the new forms 

and 

(P, > 0, p = 172, 3,..., W (2.39) 

(2.40) 

where ah, are constant coeffkients to be determined (see below). With the aid of 
(2.37)-(2.40) and several theorems given in [14, 151, most of the results given in 
this section may be generalized for N 3 2 using arguments similar to those presen- 
ted in Appendixes A and B. The exceptions are: 
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(a) For :V >, 2, the parameters I.,,,, and &,,i,, are defined, respectively, as the 
greatest and the smallest eigenvalucs of the SPD matrix 

(2.41) 

where 

h,, 
dcf 
= QiJijL p, v = 1 ) 2 ,...) N. (2.42) 

(b) For :V 3 2, Eq. (2.27) should be replaced by 

2=(A) ‘, (2.43) 

where 

A! %f ($, ) (2.44) 

with 

dcf , - 
q,v = y”;~~P,‘P’: p, 1' = 1, 2,.... N. (2.45) 

(c) Equations (2.20)-(2.22) and the second equality sign in (2.29) are valid 
only for N = 2. 

3. LOCAL RELAXATION 

First, the one-step procedure developed in Section 2 is extended to solve PDEs 
with variable coefficients. To proceed, the operator Q is initially assumed to have 
the form defined in (2.1) with the understanding that the cocfftcients a, h, and (a are 
functions of x and J’ subjected to the condition (2.2). 

In the variable coefficient (VC) version of the iterative procedure (2.5), the 
operator 0 will be defined using (2.6) with the understanding that the coefhcients (I, 
h, and c, respectively, are replaced by ai,, h,, and cO, i.e., the discretized values of a, 
h, and c at the grid point (i, ,i). On the other hand, the coefficients a,, and (‘(, 
associated with the operator P (see (2.7)) are again assumed to be positive con- 
stants. 

The above definitions of p and Q arc directly applicable to any internal grid 
point. On a periodic boundary, they are also applicable if the periodic conditions 
are invoked. Similarly, by using an extrapolation technique [16], the operators P 
and 0 can be defined on a Neumann boundary. 

The relaxation factor T, in the VC version, is replaced by its grid point dependent 
version TV. Ideally, the values of T,,‘s may be chosen such that the parameter M ' 
(see (2.12)) is minimized. IJnfortunately, this approach is impractical due to the 
complexity arising from the variable nature of the coefhcicnts of 0 and the necessity 
to consider the boundary conditions. The alternative adopted in the current study is 
based on the following heuristic arguments: Recall that the analysis described in 
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Section 2 and Appendix A is a rigorous von Neumann analysis for (2.9). The results 
of this analysis are fully justified only under very restricted conditions. However, it 
is well known that the von Neumann analysis often gives useful results even when 
its application cannot be fully justified. Particularly, by freezing the variable coef- 
ficients at their values at the grid point under consideration, this analysis has been 
routinely used in the stability study of the numerical procedure solving PDEs with 
variable coefficients. Due to the above considerations, the VC version of (2.20) is 
assumed to be 

zjj = 2/& + e,), (3.1) 

where Li, Er avIa, > 0 and E, ef cij/c, > 0. 
In view of (2.17) and (2.19), we also assume that 

(3.2) 

where G, is the local error multiplication factor defined by 

G, !Ef (Z; - 1)/(,X$ + 1). (3.3) 

The parameter Zf is the grid point dependent version of Z*. It will be evaluated 
using (2.13)-(2.16) with the understanding that the coefficients a, b, and c, respec- 
tively, are replaced by aij, b,, and cij. Let 

lle”ll fEf [ C (e;j)2]1’2 
(Lo E @ 

(3.4) 

and 

G” ef sup {G,}, 
(ii) E @ 

(3.5) 

where @ denotes the set of (&J’s where uu’s are to be solved. Then, with the aid of 
(2.12), the assumption (3.2) implies that 

M” z G”. (3.6) 

Several comments can be made relating to (3.6): 

(a) Since G” can be evaluated using the known coefficients a,, c,, au, b,, 
and cii, the value of M” and thus the convergence rate of the current iterative 
procedure can be predicted using (3.6). 

(b) As long as the coefficients aq, b,, and cii do not vary greatly from one 
grid point to its neighbors, the value of G” is not sensitive to the grid cell size and 
aspect ratio. This observation coupled with (3.6) implies that the convergence 
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behavior of the current numerical procedure, generally, may not be sensitive to the 
grid cell size and aspect ratio. 

(c) The VC version of (2.5) can bc expressed in a form in which !he coef- 
ticients a, and c, appear only in the ratio (c,;a,,). As a result, the convergence 
behavior of the current iterative procedure is dependent on the ratio (~,/a,) but not 
on the individual values of a, and c,. Similarly, one can also show that the 
parameter G” is dependent on the ratio (c,/a,) but not on the individual values of 
u,, and c,,. Equation (3.6) suggests that, in order to maximize the convergence rate, 
the ratio (c,!u,,) should be chosen such that GL is at its minimum. 

The optima1 value of (c,ju,), generally, can only be evaluated numerically. 
However, in case that b,,=O for all (i, ,j)~ @, it is shown in Appendix C that G“ 
reaches its minimum 

if and only if 

and 

may be evaluated either analytically or numerically. 
The one-step procedure can be modified to solve a class of self-adjoint PLIES. i.e.. 

(3.10) 

where p and q are arbitrary positive functions of x and y. A central difference 
operator Q - corresponding to the differential operator Q ! is defined by [ 1711 

P(1.L ,:2), d2f PC-X, f Ax/L y,), Yi(,+ i,‘2) 5 4(-u,, y, rfr Ayi2). 

Assuming the coefficients p and y do not vary greatly from one grid point to its 
neighbors, then 

&+ tc,,) i Pij(dx). 2(Dl I,,+ t‘i.1. I,j-2Cf,j) f qjj(AJ)--2(Z1f., 1 + Vi.,+ 1 -2C,,,). 
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Thus Q+(u,~) + &(u,) (see (2.6)) if aij=pij, cii=qij and b,=O for all (i, j)~ @. 
This observation coupled with (3.1) leads to the assumption 

zij = 2/(B,j + 4ij). (3.12) 

where iij Ef pij/a, and tii Ef qij/c,. Similarly, in case that Q = Q + (x, y), the 
parameter G” will be evaluated assuming au = pij, cii = qii, and b, = 0. Also the 
right sides of (3.7) and (3.8) will be evaluated with 

P 
def 

max = sup and (3.13) 

The one-step procedure has been extended to solve PDEs with variable coef- 
ficients. Similarly, one can obtain the VC version of the two-step procedure. Thus, 
with the aid of (2.28) and (2.29), one concludes that (3.1) and (3.12), respectively, 
may be replaced by 

[ 
(ciii + i?,)’ 

Q=2. 1+4(“.‘&-ti)‘j] 
-I 

and 

(3.14) 

(3.15) 

in the two-step procedure. 
Moreover, the VC versions of i?(u,) and (2.27) are obtained by substituting the 

coefficients a’, b’, c’, 8, b^, and ?, respectively, with a;, b;, CL, 8,, 6,, and tii. For the 
case when the operator Q is a self-adjoint operator defined in (3.10), these VC ver- 
sions are modified by replacing 8,, tii, and gii, respectively, with fiij, gij, and 0. It 
should be cautioned that, for the special case where iii = BY, 

Thus the VC versions of (2.24) and (2.25) imply that 

F( 24;; l - u;j) = - q&4yj, -h,]. 

In other words, the extra computational effort required for the two-step method is 
completely wasted since the convergence achieved in one iteration is identical for 
both the one- and two-step methods. Note that a similar situation also arises in the 
solution of the PDEs with constant coeffkients. Let ci = E and b^= 0. Then it is easy 
to see that G* = c* = 0. In other words, the machine accuracy solution is obtained’ 
in one iteration for both the one- and two-step methods. Since the parameter 4 is 
ill-defined at G* = 0 (see Eq. (2.34)), the assertion made in Section 2 concerning the 
advantage of using the two-step method apparently is not valid for this special case. 
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Let c’” be defined using (3.3) and (3.5) with the understanding that G’“, G,,: and 
C:, respectively, are replaced by their two-step method counterparts G”, (;,,, and 

- $. Then (2.31), (2.32), and (3.6)-(3.9) can be used to show that 

(a) MC%= G’” =p(G”-) (3.!6,1 

(b) G z reaches its minimum when G” reaches its minimum and vice versa. 

Thus, for the case in which b, = 0 for all (i, j) E @, C; x‘ reaches its minimum - 

Cjf,” 25 p(G$i”) (3.17) 

if and only if co/u0 = ,/pi,, . Bmin. 
The technique of local relaxation has been described for 2-D problems. In a 

similar fashion, it can be applied to 3-D problems. The value of this technique as a 
tool to solve PDEs with variable coefficients will be demonstrated in the subsequent 
sections. 

4. NIJMERICAI. EVALIJATIOK 

The one- and two-step method were evaluated using PDEs with constant coef- 
ficients [IS]. The test problems were designed such that the key results of the 
theoretical development, i.e., (2.17).-(2.22), (2.27). (2.34), (A.9) (A.19)-(A.26): 
(B.4), (B.13), and (B.14), can be tested numerically under the most ideal conditions. 
For several test problems, the numerical results differ from the theoretical predic- 
tions only by roundoff errors. In the current evaluation, we concentrate on the 
PDEs with variable coefficients. To proceed, the following preliminaries arc given: 

(a) In this section the domain for all numerical problems, except specified 
otherwise, is assumed to be 1 3x30 and 1 3 J 30. Moreover, the operator I~ is 
inverted using a Fast Poisson Solver [19]. 

(b) The convergence rate is evaluated using 

or 

U,(n) 5-log,, F , ( I) 

(4.1) 

where ile”il is the error norm defined in (3.4) while )Ir”Il is the residual norm defined 
by 

@(zq,) - ,I,.,) f’. (4.31 
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One notes that the solution Z.Q obtained to machine accuracy is used to evaluate 
G,(n). Furthermore, since utj = 0 for all (i, j) E @ in the current numerical study, 
0,(n) can be interpreted as the number of correct digits in ~4;~. 

(c) In view of (3.6), the values of O,(n) and 0,(n) obtained using the one- 
step method will be predicted using 

O,(n) = --n . log,,(G”) (4.4) 

or its continuous version, i.e., 

O:(n) fEf drlii+ o O,(n). (4.5) 

(d) Equation (3.16) combined with (2.31) and (2.34) suggests that the 
parameter 

t(G”) ‘? 1 -ln[2 - (G”)*]/ln[(G”)*] (l>G”>O) 

may be used to predict the numerical acceleration factor 

(4.6) 

def ~~r(n)ltwo-step procedure 

5r(n) = COr(2Yl)lone-stepprocedure’ (4.7) 

The evaluation will begin with the one-step method, which is then followed by 
the two-step method. The first group of PDEs to be studied includes 

(1+2x2+2JJ*)$+(l+x*+y2) $4 

(1+2~*+2~‘)~+(1+~2+~*)~+(1+~2+~2)~=1 (4.9) 

(1+2*2+2y2)~+(1+x*+~*)-&+(l+x*+~~)~ 

+[1+3e ““2’1~+[1+3e’~2+~2)]~-~l+3e”2+~2)]u=l (4.10) 

ax 
’ [{l+(~~+yl)‘}~]+~[{2+(X7+~~)‘}~]=1 l=2,4,6,8. (4.11) 

Fifteen numerical problems associated with the above PDEs are defined in Table I. 
The parameters MX and MY, respectively, are the numbers of grid intervals in the 
x and y directions. The other parameter IB specifies the particular set of boundary 
conditions (see Fig. 2). All these problems are solved assuming a, = c, = 1. 

Problems 1-5 are associated with the same PDE (4.8). They differ on the grid cell 
size, aspect ratio, and boundary conditions. For the one-step method, as shown in 
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TARLE I 

Delinitions of Problems l-15 and Comparisons of Numerical Results and Theoretical Predictions 

Problem 
number Equation / 

I (4.8) NA 1 16 16 14.50 12.34 12.04 !.077 1.234 
2 (4.8) KA 1 64 64 13.78 12.11 12.04 1.133 1.237 
3 (4.X) NA 1 64 4 13.96 12.68 12.04 I.144 t ,228 
4 (4.8) NA 2 16 16 13.96 12.34 12.04 0.904 1.234 
5 (4.8) NA 3 16 16 13.62 12.18 12.04 I.024 1.236 
6 (4.9) I’iA 1 I6 16 14.43 9.69 9.63 0.962 I.402 
7 (4.9) NA 1 64 64 12.58 9.64 9.63 I .068 I.403 
8 (4.9) NA 1 64 4 19.04 10.01 9.63 0.730 1.394 
9 (49) KA 2 16 I6 14.50 9.66 9.63 0.917 I.403 

IO (4.0) NA 3 16 16 15.44 9.66 9.63 0.897 I.403 
11 (4.10) NA 1 16 I6 13.05 9.69 9.63 0.804 I.402 
12 (4.11) 2 I 16 16 17.24 15.27 15.27 0.809 I .28Y 
13 (4.11) 4 I I6 16 16.83 15.27 15.27 0.52 1 ! .2X9 
14 (4.11) 6 I I6 16 13.44 15.27 15.27 0.347 1.289 
15 (4.11) 8 I I6 I6 7.55 15.27 15.27 0.169 I.289 

&‘ora. O,(nr is obtained using the one-step method. n= 20 for Problems 1 5 and ,I = 37 for 
Problems 6 15. 

Table I, the values of either 0,(20) or 0:(20) are fairly accurate estimate of 0,(20). 
Also. as expected from the current theoretical development and the experiences of 
other researchers [7,8], the effects of grid ccl1 sixe and aspect ratio on the con- 
vergence rate arc minimal. Even the very large aspect ratio (16: 1) does not cause 
any significant reduction in the convergence rate. Furthermore, it is seen that the 
convergence rate is insensitive to the particular set of boundary conditions used. 

Problems 6 10 arc associated with (4.9) which differs from (4.8) only in the 
appearance of a cross derivative term. The numerical results indicate that the con- 
vergence rate of the one-step method may be substantially underestimated by the 

Y 

t 
IPERIODIC Iti y-DIRECllONl Lx 

u-o UIX, il . UlX,Ol bUldY. 0 

Ial 1s ’ I. lb1 I6 c 2 w IB 3 

Fiti. 2. Three sets of boundary conditions on a unit square. 
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parameter 0,(32) or OF(32). Furthermore, it is more sensitive to the change of grid 
cell size and aspect ratio. An explanation for these peculiar behaviors associated 
with a PDE with a cross derivative term is given in [13]. 

The success of the one-step method in solving a PDE with a cross derivative term 
is rather significant. This author is unaware of any earlier work which solves PDEs 
of this type using a semidirect procedure. The lack of progress in this area may be 
due to the fact that it is very difficult to choose a separable operator P (by 
definition, it cannot have a cross derivative term) which closely resembles a non- 
separable operator Q containing a cross derivative term. 

Equation (4.10) contains first-order and zero-order derivative terms. To solve 
PDEs of this type, we simply add the central difference form of those terms to the 
term &(uTj) in (2.5). The value of 0,(32) for Problem 11 indicates that the one-step 
procedure works very well even though the coefficients of first-order and zero-order 
derivative terms in (4.10) are several times larger than the second-order terms. This 
is rather unexpected because the coefficients of lower order terms are completely 
neglected in the evaluation of the local relaxation factor. 

Equation (4.11) belongs to the class of self-adjoint PDEs defined in (3.10). It is 
seen that the variation of the values of the coefficients p and q increases 
progressively as one goes from I = 2 to I = 4 and so on. For I = 8, the increase in the 
values of p and q from one corner (X = y = 0) to another corner (x = y = 1) on the 
unit square is of the order of 100 times. It might appear that the technique of local 
relaxation is no longer valid. The results shown in Table I indicate the one-step 
method is still useful in this extreme case. 

As predicted by (4.4), the 0,(n) vs IZ curves evaluated using the one-step method 
are closely approximated by straight lines for the above problems with the excep- 
tion of perhaps Problems 13-15 (see Fig. 3). For these problems, the linear relation 
between 0,(n) and n gradually deteriorates as the variation of the coefficients p and 
q increases. One also notes that the robustness of the one-step method is most 

FIG. 3. One-step method convergence histories for Problems 12-15. 
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evident in its ability to reverse the trend toward divergence during the first few 
iterations. 

The second group of PDEs to be studied includes 

ax d [{l+(x+Y)212g]+;[i 1 +sin2(x+y)}‘g =hl(x, V) 1 (4.12) 

ax a ~~l+~(x~+~“)}2~]+~[il+i(x4+yl)}2~]=h2(x,Yb (4.13) 

where h,(x, y) and /2,(x, JJ) are source terms chosen such that 

and 

u=u,(~,y)~~sinxsiny (4.14) 

24 = u2(x, y) Ef [x( 1 -x) v( 1 - v)]2, (4.15) 

respectively, are the exact solutions of (4.12) and (4.13). Definitions of the four 
associated numerical problems along with the values of O,(lO), O,(lO), and O,(lO) 
are given in Table II. The boundary values of u in these problems are specified 
using (4.14) or (4.15). 

Problem 16 is one of the test problems used by Bank [S]. Compared with the 
current value of O,(lO) = 5.96, the values obtained by Bank are 3.49 without using 
any scaling technique and 3.87, 4.81, and 6.76 using three different scaling functions. 
Since the operator P used in Bank’s method is a general separable operator, the 
corresponding FDS code usually must be custom-made and is about live times 
slower than that for the Laplacian V2 [S]. Thus the current one-step method is 
easier to use and, for Problem 16, at least a factor of 4 more efficient. 

Problem 18 is another test problem used by Bank. Compared with the current 
value of U,( 10) = 8.59, the value obtained by Bank is 5.88 without using his scaling 
technique and 14.79 if a scaling function is used. This problem along with 
problem 19 was also solved by Concus and Golub [7]. The method of Concus and 
Golub is also driven by a fast Poisson solver and the results obtained are com- 
parable with ours. However, their method is applicable only when p = q as in the 
case of (4.13). 

The last PDEs to be studied in this section are 

g+yjj 
[ 

{1+4(x-y)}$ =o 1 
g+g 

L 
{lO+l(x-J#$ =o. 1 

An exact solution for both (4.16) and (4.17) is 

(4.16) 

(4.17) 

u=y+$x2. (4.18) 
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TABLE III 

CPU Time Comparisons of Current Methods and SLOR Method 

Fquation Solution method 

(4.16) SLOR 
(4.16) One-step 
(4.16) Two-step 
(4.17) SLOR 
(4.17) One-step 
(4.17) ‘Two-step 
(4.17) One-step 
(4.17) Two-step 

* Evaluated from Eq. (3.8). 

C,(Uo 

NA 
“0.8839 
“0.8839 

NA 
“9.989 
“9.989 

I .o 
1.0 

C),, x, T, (see) 7, (see) 

1.752 83 3.790 1\;A 
NA 13 1.871 1.345 
NA 6 1.53! 1.210 

1.510 44 2.039 IL:2 
NA 6 0.888 0.614 
NA 4 l.os(: 0.815 
NA 104 14.04 10.32 
NA 31 7.61 6.1X 

Equations (4.16) and (4.17) were numerically solved using a grid with 
MX= MY = 31. It is assumed that the values of u at all boundary grid points are 
specified using (4.18). To compare the efficiency of the current one-step method 
with traditional iterative methods, these numerical problems arc solved using the 
one-step method along with SLOR (successive line over-relaxation). The results of 
CPU time comparisons are summarized in Table III. Those parameters used in this 
table which were not defined previously are 

(a) IX, ‘Er, the optimal value of the relaxation factor used in the SLOR 
method (determined by repeated numerical experiments); 

(b) N, er, the smallest value of n which satisfies the convergence criterion 

(Ax)*. llrnll < 10 ‘, (4.19) 

where Ilrnli is defined in (4.3) and Ax= l/31; 
(c) T, ef, the total CPU time (IBM 370/3033AP) used to satisfy the con- 

vergence criterion (4.19); 
(d) 7-t er, the CPU time used in the execution of the FDS code. 

According to Table III, the total CPU time required for the solution of either 
(4.16) or (4.17) using SLOR is about twice that using the one-step method. This 
comparison becomes even more favorable toward the current method if one recalls 
that the prediction of w), is elusive. A small error in this prediction may result in a 
large increase in the value of T,. For example, in the solution of (4.16) using SLOR. 
a change of the value of the relaxation factor from 1.752 to 1.680 resuls in an 
increase in the value of T, from 3.790 to 6.565 seconds. On the other hand, as 
shown in Table IV, the optimal value of (c,/u,,) evaluated using (3.8) usually is very 
accurate. Moreover, since the fast Poisson solver [ 191 currently used is a general 
purpose code, the value of T, can be reduced further if the fast Poisson solver is 
optimized. 
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TABLE IV 

N, and 0,(13) as Functions of (~,/a,) 
in the Numerical Solution of Eq. (4.16) (One-Step 

Method) 

(c&o) NC OSl3) 

0.8 14 8.3343 
“0.8839 13 9.4040 
0.895 13 9.4891 
0.897 13 9.4955 
0.899 13 9.4987 

b0.900 13 9.4990 
0.901 13 9.4985 
0.903 13 9.4949 
0.905 13 9.4882 
1.0 14 8.4831 

a Evaluated from Eq. (3.8). 
’ Actual optimal value. 

We complete the evaluation of the one-step procedure by comparing it with a 
procedure which differs from it only in the use of a constant relaxation factor z,. 
Assuming a, = c, = 1, problem 16 was solved using different values of r,. As shown 
in Table V, O,(lO) reaches its best value (+ 2.278) at z, + 0.103. Even this best 
value is substantially below that (+ 3.47) obtained using the current method 
(a, = c, = 1). If we further consider the fact that the accurate prediction of optimal 
r, is by no means easy (see, for example, pp. 964-966 of Ref. [S] ), one may con- 

TABLE V 

O,(lO) as a Function 
z, for Problem 16 

0.02 0.6 
0.06 1.514 
0.10 2.259 
0.102 2.276 
0.103 2.278 
0.104 2.272 
0.105 2.255 
0.11 1.989 
0.12 1.2 
0.13 a 

’ Do not converge if ~,>0.13. 
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elude that the current procedure has an edge over a procedure using a constant 
relaxation factor. 

The two-step method will be evaluated by comparing it with the one-step 
method. The initial comparisons involve problems 1 -17. The relative efficiencies of 
these two methods, measured in terms of the parameter c,(n) (see (4.7)), are given 
in Tables I and II. It is seen that (a) the convergence is accelerated, i.e., tr(n)> i. 
by the two-step procedure in only six test cases, and (b) without any exception, 
t,(n) is smaller than the corresponding theoretical parameter <(G“) and the dis- 
crepancy is rather large for the test problems with rapidly varying coefficients: i.e.. 
problems 13. 15. These disappointing results, however, are not surprising due to the 
following considerations: (a) the technique of local relaxation is less viable for the 
two-step procedure and this is particularly true for the test problems with rapidly 
varying coefficients, and (b) the one-step method convergence rates associated with 
problems l- 17 arc all relatively high and thus (WC Fig. 1) the advantage of using 
the two-step procedure is greatly reduced. 

To demonstrate that the two-step method could be substantially faster than the 
one-step method if the one-step method convergence rate is low, we introduce 
problems 20 and 21 (see Table II) which, respectively, arc the modified versions of 
problems 16 and 17. The modification involves only the enlargement of the com- 
putational domain. As shown in Table 11, this results in a large reduction in the 
values of 0,( 10) and thus the one-step method convergence rates. Furthermore. it is 
seen that the two-step method, as indicated by the values of <,(5), is indeed sub- 
stantially faster than the one-step method. 

Problems 18 and 19 arc associated with a self-adjoint PDE (4.13) in which the 
coefficients p and cl are identical. As noted in Section 3, for these test problems. the 
two-step method is inferior to the one-step method. 

For the test problems associated with (4.16) and (4.17) it is shown in Table II1 
that the efficiencies of the one- and two-step methods are about equal if the values 
of (~,/a,) are chosen according to (3.8). If instead, one chooses c,;u, = I for the 
numerical solution of (4.17), then the convergence rates are sharply reduced and the 
two-step method is about twice faster than the one-step method. 

As a final comment, it is noted that the numerical results and theoreticai predic- 
tions shown in Tables I and II generally are in better agreement if the values of MX 
and MY are larger. This is consistent with the fact that all the prediction methods 
were developed assuming the integers K and L (see (2.10)) are infinitely large. 

5. APPLIC'ATION TO A 3-D Fr.ow PROBLEM 

In this section, the current semidircct procedures arc incorporated into an Euler 
solver [9, lo] to obtain the inviscid solution for 3-D steady incompressible 
rotational flow in a 180-degree turning channel (Fig. 4). 

The Euler solver is formed by the inner and the outer loops. The inner loop 
solves the elliptic equations while the outer loop solves the hyperbolic equations. In 



112 SIN-CHUNG CHANG 

FIG. 4. A converging-diverging turning channel (X3 is suppressed) 

each pass through the inner loop, the velocity field V is updated to satisfy the con- 
tinuity equation 

v.v=o (5.1) 

and the velocity-vorticitiy relation 

VxV==Q (5.2) 

where R is a known divergence free (i.e., V + rR = 0) vorticity field. In the current 
study, a solution procedure different from that described in [9, lo] is used to solve 
(5.1) and (5.2). It is noted that the general solution of (5.1) and (5.2) can be 
expressed as 

v=v,+vu (5.3) 

where V, is any special solution of (5.2) and u is a solution of 

v2u = -v . v,. (5.4) 

As a result, once a special solution V, is obtained [9], the solution of (5.4) becomes 
the focal point of the inner loop calculations. 

Let the coordinates (XI, X,, x3) refer to physical space and (x1, x2, x3) to 
computational space. It is shown in [lOI that the turning channel in Fig. 4 is a 
mapping of a parallelepiped (2 >x, 3 -2, 0.75 3 x2 > 0.65, 0.1 3x3 >O) in com- 
putational space. In physical space, (5.4) is a Poisson equation. However, it cannot 
be solved using the current procedure since the physical domain is not a 
parallelepiped. On the other hand, in computational space, the domain is a 
parallelepiped and (5.4) becomes 

(5.5) 
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where V,,, , V,.z and V,,, are the covariant components of the known vector field V, 
and 

dclco~h(rrx,)+~~~(rt~2) 
9 = tl(x, 9 x2) = cosh(nx,) -cos(rrx2)’ (5.6) 

The 3-D operator Q associated with (5.5) is a special case of that delincd in 
(2.37). Let the parameter G” and the set @ for 3-D problems be defined similar to 
their counterparts for 2-D problems. Using a line of arguments similar to that 
presented in Appendix C, it can be shown that the parameter G”‘ reaches its 
minimum 

GEi,, ‘t! v .“r? max:tlm,n - 1 

J%d%c” + 1 
(5.7) 

if and only if the coefficients of the operator P (see (2.39)) are chosen such that 

Here qmar and qminr respectively, are the maximum and minimum of the function 7 
in @. 

In a successful effort to obtain a secondary flow solution in the turning channel, 
Eq. (5.5) was solved once during each of 25 passes through the inner loop. (Note: 
the source terms on the right side of (5.5) vary from one pass to another.) The cen- 
tral difference form of (5.5) is obtained using a grid with 144 uniform intervals in 
the x, direction and 12 uniform intervals in both the x1 and .Y.~ directions. It is 
assumed that the normal derivative of u vanishes at all boundaries except at the exit 
plane (x, = 2) where u =O. Thus qmax = q( - 2, 0.65) + 0.9966 and )I~,~, = 
~(0,0.75) = 0.1716. As suggested by (5.8) (5.5) was solved assuming P, = P, = 1 and 
P, =0.4135. The values of O,(8) obtained using the one-step method range from 
3.69 to 4.48. All arc higher than the value of O,(g) + 3.07 as evaluated from (5.7). 
Furthermore, the two-step method is consistently faster than the one-step method 
as indicated by the values of c,(4) which range from 1.140 to 1.308, with the 
average being 1.256. The convergence rates achieved using the current procedures 
are dramatic improvements over those reported in [lo]. 

6. CONCNJSIONS AND COMYENTS ON FYTURE DEVELOPMENTS 

Efficient semidirect procedures have been developed using a mix of rigorous 
analyses and heuristic arguments. A cornerstone of the current development is the 
observation that, generally, the coefficients of a PDE vary only slightly across a 
grid interval. With the aid of a local discrete Fourier analysis, this observation is 



114 SIN-CHUNG CHANG 

used to develop the current local relaxation methods and the corresponding con- 
vergence rate prediction methods. The merit of the present approach was 
demonstrated using numerous numerical examples. 

The current methods are similar to the multigrid methods [ZO] in one aspect: 
Both take advantage of the existence of an underlying continuous problem in their 
developments. Particularly, both use the local Fourier analysis as a means to 
estimate the convergence rate of the overall iterative procedure. However, the 
current methods are unique in their ability to annihilate the errors of both short 
and long wavelengths efficiently on the same grid. 

The local Fourier analysis handles variable coefficient problems by freezing the 
coefficients at their local values and ignoring the boundaries. Heuristically, one may 
argue that the local Fourier analysis is valid only for the errors whose wavelengths 
are much shorter than those of the coefficients and it can not be applied in the 
neighborhood of any boundary. However, the results of the current numerical study 
indicate that, as a means of analyzing the current procedures, the local Fourier 
analysis may have a much wider realm of applicability than that expected from the 
heuristic arguments. 

The current algorithms are extermely easy to implement. In applying the one-step 
method, a user simply evaluates the terms on the right side of (2.5) and uses them 
as the input for a fast Poisson solver. He is not required to deal with a large sparse 
matrix as in the case of a traditional iterative procedure. The two-step method can 
also be implemented with similar ease. 

For both the one- and two-step procedures, the convergence rate can be 
accelerated by optimizing the coefficients of the finite difference operator H. It is 
shown that this optimization can be carried out easily for a class of self-adjoint 
elliptic PDEs. 

It is also shown that the convergence rate of the current procedures is relatively 
insensitive to the grid cell size and aspect ratio. The underlying reason for this 
insensitivity is the existence of the uniform bounds A,,,, ~min, and &‘* (see (A.25) 
(A.26), (B.13), and (B.14)) which are independent of the grid intervals dx and dy. 
The existence of these bounds, as shown in Appendixes A and B, can be attributed 
to the fact that P, 0, and x in (2.4), (2.5), (2.24), and (2.25) are similar in one 
aspect, i.e., they are all central difference elliptic operators involving second-order 
derivatives. 

The two-step procedure is developed to accelerate the one-step procedure. A key 
element in this development is to choose the coefficients of ~ such that the con- 
vergence rate can be maximized. This optimization problem is solved by (2.27). 
With the aid of (2.27), a simple relation, i.e., (2.31), is found to exist between the 
asymptotic error multiplification factors for the one- and two-step procedures. For 
a constant coefficient model problem, this relation can be used to establish the 
superiority of the two-step procedure over the one-step procedure. This superiority, 
generally, carries over to the variable coefficient problems if the one-step method 
convergence rate is low (i.e., <(G”)X 1.5) and the coefficients do not vary as 
rapidly as in the case of (4.11). 
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As for future developments, several comments can be made: 

1. The development of the current algorithms is greatly simplified by ignoring 
the effects of the boundary conditions and by omitting the first- and zero-order 
derivative terms in the operator 0. Although the numerical results indicate that the 
applicability of the current algorithms is not limited by these simplifying 
assumptions, they should be further addressed in future development. 

2. For the PDEs without a cross derivative term, the parameters G& and 
g,:,,,, respectively, are given by (3.7) and (3.17). As a result, a smaller value o! 
(fiman/pm,,) leads to a larger convergence rate. Let /?h,,, and PA,, be defined using 
(3.9) (or (3.13) if Q=Q+(x, I,)) with the understanding that /3,,,i,X, /jmin, and @, 
respectively, are replaced by /I;;,,, /?ki,,, and @’ where @’ is a subdomain of @. 
Since (/J’,;,,~/J,,,,) > (/I&,‘/&,), the convergence rate, generally, will be larger if the 
computational domain is @’ instead of @. The demonstration of this principle is 
provided by Problems 16, 17, 20, and 21 of Section 4 (see Table 11). Note that the 
value of (~,;‘a,) determined using (3.8) is a function of the computational domain 
under consideration. 

The above observation suggests that the current algorithms may be accelerated 
by using the domain decomposition methods [21-231. In these methods, the 
original computational domain is divided into several overlapping or nonoverlapp- 
ing subdomains and the overall iterative procedure consists of the scparatc 
iterations performed over these subdomains. If the current one-step (two-step) 
method is used in these iterations with the understanding that different optimal 
values of (L.,!u,) are used in different subdomains, the subdomain iteration con- 
vergence rates will be higher than the convergence rates associated with the original 
domain. Thus an iterative procedure formed using a subdomain decomposition 
method may have a higher convergence rate than an iterative procedure in which 
only one value of (c,Iu,) is used in the entire computational domain. 

Other advantages of using the domain decomposition method are: (I) the sub- 
domain iterations may be executed simultaneously using parallel computation. (ii) 
the computational domain can be any shape as long as it is the union of rec- 
tangular subdomains, and (iii) the grid cell sizes and aspect ratios may vary from 
one subdomain to another. 

3. The use of splitting matrices involving a fast Poisson solver limits the 
applicability of the current procedures with respect to the geometry of the domain, 
the type of discretization and the boundary conditions. It also imposes a constraint 
on the possible forms of the splitting matrices and thus the types of PDEs which 
can be solved efliciently using the current procedures. As a result, it is imperative to 
find other types of splitting matrices which can be inverted easily under less restric- 
tive conditions and, at the same time, do not upset the basic characteristics of the 
current methods. The success of this effort may require the use of several concepts 
which were used or proposed, e.g., the local Fourier analysis and the subdomain 
decomposition. 
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4. The numerical study of a semidirect procedure [lo] indicates that the 
current procedure may also be used to solve a second-order quasi-linear elliptic 
PDE. Since the coefficients of this PDE are functions of the dependent variables 
and their derivatives, the local relaxation factor must be updated during each 
iteration for this type of applicaton. 

APPENDIX A 

The mathematical foundation for the one-step method is established in this 
appendix. We begin with 

THEOREM 1. Given a set of e&‘s which satisfies the periodic condition (2.10), one 
has: 

(a) e;is (n = 1, 2,...; i, j= 0, ) 1, f2 ,...) are uniquely determined by (2.9), 
(2.10), and the auxiliary conditions 

(b) Let 

(K- 1) (L- 1) 

j?. jJIo e;j=” (n= 1, A-.). (A.11 

(i,j=O, &l, +2 ,... ;k=0,1,2 ,..., (K-l);Z=0,1,2 ,..., (L-l)) (A.21 

(A.3) 

(k=O, 1, 2 ,... (K- 1); Z=O, 1, 2 ,..., (L- 1)) (A-4) 

1 
(k=O, 1, 2 ,..., (K- 1); Z=O, 1, 2 ,..., (L- 1)) (A-5) 

Y (W) dgf (#k l) (k I) 4 ’ lop ’ (k 0 E ‘y (A-6) 

and 
G@s[)(~) dgf 1 _ $k[) 6% 0 E f-K (A.7) 
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where E !? “belongs to” and !P is the set of ordered pairs defined by 

Y 2’ ((k, I)Ik=O, 1, 2, . . . . (K- l),I=O, 1, 2 ,..., (L-I); (k, I)#(O, O)]. (A.8) 

Then the unique solution referred to in (a) is explicitly giuen by 

erl, = c [GwyT)]“. /p.Wl. (#;.I’. (A.9) 
(!i-,I) E Y 

Proof: Note that (pf,?” ‘s are periodic and orthonormal. i.e., 

q$” = (PgJ~,, = q.d$‘, (i,j=O, t 1, f2 ,...) 

and 

(A.lO) 

(K-I) (I.- I) 
iT” (Pryip = 6kk, J,r 

(k, k’=O, 1, 2 ,...) (K- l);f, [‘=O- 1, 2 ,..., (L- 1)) (A.11) 

where 6,,, is the Kronecker delta symbol. Also, it can be shown that 

p(($y) = a;y’($;.” 

and 

Q( cpy’) = g(;.“cp~,y’, 

where p and D are defined in Section 2. 
Equations (2.10) (A.10) and (A.11) imply that 

(K- I) (L-I) 
e:., = ,ZE,, ,Lc, E”~‘k%~.~~” 

(n = 0, 1, 2,...; i.j=O, f 1. +2 ,... ), 

where 

(A.12) 

(A.i3) 

(A.14) 

(A.15) 

Substituting (A.14) into (2.9) and using (A.ll) (A.13), one obtains 

(E” + l.(W _ p’w) (p = -,p’kJyk/ 

(n=O, 1,2 ,... ;k=O, 1,2 ,..., (K- l);l=O, I,2 ,..., (L- 1)). (A.16) 

For k = I = 0, (A.1 6) is an identity since up 
~a,‘) < 0 if (k, 1)~ Y, (A.16) implies that 

(Ox”) = cry) = 0. On the other hand, since 

E” + I.(k.l’ = [G’“.“(T)] . Eh(k.0 (k, 1) E Y’, (A.17) 
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Equation (A.9) is an immediate result of (A.14), (A.17), and the assumption 

~nsw = 0 (n = 1, 2, 3 )... ). (A.18) 

It should be noted that (A.18) is introduced to insure the uniqueness of the 
solution. Using (A.15) and the fact that pj,$“) = l/m for i, j= 0, + 1, &2,..., it 
can be shown that (A.18) is equivalent to (A.l). Q.E.D. 

According to (A.9), e& is a sum of (Kx L - 1) terms and each term is multiplied 
by the factor G (k,‘)(~) as the iteration number IZ increased by one. Obviously, the 
term with the greatest value of IG(k,‘)(~)I eventually will become dominant assuming 
the corresponding E’@,‘) does not vanish. Thus, assuming every P,@,‘) # 0, one may 
conclude that 

M” = n !% 

le:J+ll _ G(z) 

lqjl 
(i,j=O, + 1, 12 ,... ), (A.19) 

where M” is defined in (2.12) and 

G(z) Ef sup ( jG(k,‘)(r)l ). 
(W) E y 

(A.20) 

A direct implication of (A.19) is that the value of A4” reaches its minimum if the 
parameter z is chosen such that the function G(z) is at its minimum. Let 

Y max !Ef sup (Y’kJ’), (A.21) 
(k.1) E Y 

and use the fact that y max >ymin > 0 (see (A.25)). One concludes from (A.7) that 
G(z) reaches its minimum 

G(z’)=(Z-l)/(Z+l)<l (A.22) 

when 

7 
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and 

Expressions (A.25) and (A.26) imply that Z, T”, and G’( so), respectively, approach 
c*, T*, and G* as K and L approach + zc. Thus the statements (a) to (c) made 
following (2.16) are the results of (A.19) and (A.22).(A.26). 

To prove expressions (A.25) and (A.26) one notes that 

where 
‘/ (k,‘)=(i(S,)2+r‘(S,)2+21;s,.~?,t,t,, (k, 0 E ‘K (.4.27) 

dd s,= , 
( vG/Ax) sin( rck/K) 

,/[(,.L’dx) sin(nk/K)12 + [(,,<ldy) sin(rcl;L)12’ 
(k, 4 E Y (A.28) 

dcf s = ( vlL/~y) sin( 7rf/L) 
, 

k/[(V/x/d~) sin(nk/K)]‘+ [(dz/n~) sin(z//L)]’ 
(k, I) E Y’ (A.29) 

I,~ if cos(nkjK) (k=O, 1,2 ,..., (K- 1)) (A.30) 

and 

I,. 5 cos(nOL) (l=O, 1, 2 )..., (L- 1)). (A.31 ) 

Using (A.28) (A.31), one concludes that (a) (.s,)‘+ (s,)‘= 1, and (h) (r,)“< i, 
(I,, )’ d 1. As a result, Theorem 1 in [ 141 implies that 

j.,,, > fk.” 3 j.,,,, > 0 (k, I) E Y’. (A.32) 

Inequality (A.25) follows immediately from (A.32). 
Equation (A.26) can also be shown using (A.27)-(A.31) and Theorem I in [ 141. 

The proof is rather lengthy and the full details are given in [ 131. 

APPENDIX B 

The mathematical foundation for the two-step method is developed in this appcn- 
dix. With the understanding that the notations defined previously are inherited 
here. we define 

7 f(k.0 er (O!k.l),‘g;kl)) 
(k, 1) E Y (B.1) 

(k.0 deT s (k,l) . f(k.0 
‘z -i i’ (k, 4 E Y (B.2) 

G’k”(T) dgf 1 _ TyW) 
= (k, 1) E YY, (B.3) 

where, by definition, aik.‘) is equal to the right side of (A.5) except that the coef- 
ficients a, h, and c, respectively, are replaced by a’, h’, and c’. Let both $‘,‘s and 
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e;is satisfy the periodic and uniqueness conditions as given in (2.10) and (A.l). 
Then a line of arguments similar to that presented in Appendix A can be used to 
show that the two-step method counterpart of (A.9) is 

(n = 1, 2, 3 ,...; i, j= 0, f 1, f2 )... ). (B.4) 

Note that (B.3) and (B.4), respectively, are identical to (A.7) and (A.9) except 
that JJ(~,‘) and Gck,‘) (r), respectively, are replaced by y(k,‘) and G(k,‘)(r). As a result, 
(A.19)(A.24) and the statements made relating to Them can =be repeated for the 
two-step procedure if (a) the parameters G(r), G(k,‘)(z), Y(~,‘), ymax, yrnin, r”, G(r’), 
and C are replaced by G(z), GckB’)(~), zcksi), i,,,, Yminy I’, Cj(g’), and g and (b) 

q 

Y q max 2 zmin ’ O. (B.5) 

At this juncture, it should be noted that the difference between a one-step method 
parameter and its two-step method counterpart can be traced back to the difference 
in the definition of y(k*‘) and Y(~,‘) (see (B.2)). This difference, essentially, is all that 
separates the analysis of the &e-step method from that of the two-step method. 

To prove (B.5), we define ci’, 61, E’, AL,,, and Il~i, using (2.13)-(2.15) with the 
understanding that the parameters a, b, c, B, 6, E, A,,,, and lZmin are replaced by a’, 
b’, c’, 2, 61, t’, /IL,, and no,. A result similar to (A.32) is 

Combining, (A.32), (B.2), and (B.6), one concludes that 

1 max ’ AL,, 2 Ymax 2 Ymin 3 lmin ’ AkiD > O. (B-7) = ; 

Inequality (B.5) follows directly from (B.7). 
If the coefficients a, b, c, a,, co, the aspect ratio (dy/dx), and the integers K and 

L are known, the parameter Z is a function of the coefficients a’, b’, and c’. Since 
the two-step method convergence rate increases with a decrease of &‘, ideally, the 
coefficients a’, b’, and c’ should be chosen such that C is at its minimum. Unfor- 
tunately, this optimization problem is too complicated to be solved by a simple 
analytical technique. In the current study, as will be shown, a simplified version of 
this optimization problem is solved. 

To proceed, note that a direct result of (B.7) is 

hllax~ ALax)/tnmin ’ IILin) 2 C $7~’ YmaxlYmin 2 l. (B-8) = 

Since the upper bound of g given in (B.8) is independent of the integers K and L, - 
the existence of 

&-” elf sup {Z} 
K>2,L>2 

03.9) 
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is guaranteed. With the parameter &‘” being defined, the simplified optimization 
problem can be stated as follows: Given a, 6, c, a,, c,,, and (dq’jdx), find the values 
of a’, b’, and c’ (subjected to the condition (2.26)) which minimize gx. The com- 
plete solution of this problem is given as a part of 

THEOREM 2. Let a,, b,, a, 0, c, a’, b’, c’ be subjected to the conditions spectfied 
previousfy. Then 

(a) zx > &-*, = (B.10) - 

where C* is the parameter defined in (2.29) and is independent of a’, b’, cl, As, and 
Ay. Fu&ermore, the equality sign in (B.10 j is valid if and only $ 

BLY = AI2 (14 > O), 

where A is an arbitrary positive scalar, I, the 2 x 2 identit), matrix, and 

(b) Equation (B.ll) is equivalent to (2.27) if A = 1. 

(c) With the coefficients a’, b’, and c’ specfied according to (2.27) 

c* 2 Ymax 3 l_‘min 3 l 
= q 

and 

(B.13) 

The Proof of TheoTern 2 is given in [ 181. 

Using (B.14), it can be shown that, in the limit of K, L + +a, &, I’, and G(I’), 
respectively, approach &‘*, z_*, and E*. As a result, (2.27t(2.30) and the statements 
made relating to them can be justified with the aid of Theorem 2 and the two-step 
method version of (A.19). 

APPENDIX C 

To obtain the results given in (3.7) and (3.8), we introduce the parameters 
o(, gf ~,,/a, > 0 and pij Ef ~,/a,> 0. Assuming b,= 0 for all (i, j) E CD, (2.13)-(2.16) 
and (3.3) can be used to show that 

G,= J(ao/‘Pij), (Cl) 
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where J is a function defined by 

if t>l 

if 1 > t>O. 

Note that 

2 

dJ(t) (tS1)“O if t>l 
-= 

dt -2 

(t+1)2<O 
if 1 > t > 0, 

(C.2) 

(C.3) 

i.e., the function J(t) increases monotonically if t > 1 and decreases monotonically if 
1>t>o. 

Let Pm,, and Bmin be the parameters defined in (3.9) and, for a given clO, 

&x,) zf sup {J(cY&?,)}. (C.4) 
(i,j)E@ 

Assuming /I,,, > /Imin, it can be shown that 

d&o) ->O ifEo>a,, and 
d&x ) 

duo 
“<O ifI;(O<a,, 

4, 
(C.5) 

where CI,,, fEf Ja. 

ProoJ: As a result of (C.3), &,) is equal to the greater of J(u,//~,,,~,) and 
J(~,IPm,d. Since (a) am/Pmin > 1, (b) ~//j,,, < 4 and (cl J(~mIBmin) = J(G/P,,,)~ 
one concludes that 

(C.6) 

Inequality (C.5) is a direct result of (C.3) and (C.6). Q.E.D. 
Inequality (C.5) implies that j(cr,) increases monotonically if cx, >CI, and 

decreases monotonically if CI, < CI,. Since f(~~) = G” (see (3.5) (C.l) and*(C.4)), 
(3.7) and (3.8) simply state the fact that J(cx,) reaches its minimum J(a,)= 
J(~l~/fi,,,~,,) = G,?&, if and only if CI, = CI,. 

In case that b,,, = fimin, (C.2) and (C.4) imply that the minimum of ~(oz~) is zero 
and it is reached if and only if M, = PO, where /?, denotes the value of either /Imax or 
Pmin. Equations (3.7) and (3.8) obviously are valid for this special case. 
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